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Abstract

Power is a critical issue in achieving exascale performance. This will motivate the discipline of
power-constrained, high-performance computing, where the goal is to optimize performance under a
hard power limit. Optimization will require fine-grain control of power, coordinated among run-time
systems, the operating system and the system hardware.

Introduction
One of the critical problems—if not the critical problem—in reaching the exascale computing goal

by the end of the decade is the power problem. Exascale systems have a target power constraint of
20 megawatts even though today’s petascale systems—which have performance at least two orders of
magnitude below prospective exascale systems—consume more than 5 megawatts. While hardware im-
provements will bridge some of the gap, they will not nearly bridge all of it; the task of achieving exascale
performance within a 20 megawatt power budget is quite daunting. It will be impossible for evolutionary
approaches to achieve sustained exascale performance within realistic power bounds except perhaps on
the most trivial of applications. This goal instead requires significant, disruptive changes to all aspects
of high-performance computing, including the machine room, hardware, software, and programming—a
significant undertaking. These changes include modifications to make operating systems and run-time
systems power-conscious.

Fortunately, architectures are moving toward much more fine-grain control of power. For example,
recent machines such as Sandy Bridge provide power capping; that is, it can allocate a prescribed amount
of power to different subsystems. Currently, power can be specified for the (entire) core and the memory.

Research Approach
We envision a future where the power supplied to most chip resources is under software control.

Therefore, work is necessary to provide support for fine-grain, power-constrained, high-performance
computing. Assume that the power limitation for an application is pre-specified; how system administra-
tors determine that limit is orthogonal to our work. Given the limit, we assume that the program can be
executed in any configuration, which is defined as a tuple (number of nodes, number of cores per node,
and how much power is allocated to each component of the chip). The constraint is that the total power
implied by a configuration must be below the power limit. One can imagine that at a coarse-grain level,
scalable applications will likely want more nodes at less power per node, and less scalable applications
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will likely want fewer nodes at more power per node. In addition, at a fine-grain level, the allocation of
power to different chip resources will depend on application characteristics.

The first step is to analyze and provide support for fine-grain power control. Currently it is not
possible to control individual resources within a core; and, it is also not known how much power is
consumed by different resources. Software specialists should work with low-level hardware teams to
study a large range of applications and their fine-grain power consumption. Studies to date in this area
are too coarse-grain (covering just the core, memory, and disk, generally). This will hopefully drive
hardware design for fine-grain control of resources, both in which resources need their power to be
controlled as well as which resources should be the focus of low-power hardware research.

The second step is to develop comprehensive system software to find near-optimal configurations.
This software should include both modeling and run-time frameworks that target fine-grain, power-
controllable architectures. Modeling will be used to determine effective configurations, and then these
will be effected by the run-time system. The run-time system will also be tasked with collecting the
key information that is fed back into the modeling component. We also intend to investigate the use
of programmer annotations to improve performance where our system software simply needs a small
amount of extra information.

Related Work
The state of the art in transparent power/energy optimization involves primarily trading execution

time for lower power/energy and doing so in a coarse-grain manner [1, 8]. Additionally, several have
developed analytic models to predict or to understand energy consumption in the context of scalability
[15, 5, 11]. Also, recent work has explored reducing the amount of concurrency in programs, with one
of the benefits of such reduction being lower energy [4, 3, 9, 10]. Finally, there is significant work in
annotations, such as those in the OpenMP specification [12], those for performance [13, 16], and those
for data distribution [6, 7, 14, 17, 2]).

Assessment
In this section we assess our proposed research.

• Challenges addressed. The power problem is believed by many to be the critical problem to
achieving exascale.

• Maturity. There has been a long line of work in using DVFS to save energy in HPC programs. That
work has been reasonably successful. However, it is coarse-grain; CPU frequency is decreased and
increased. This work will focus on optimizing performance rather than saving energy, and do so
in a fine-grain manner.

• Uniqueness. There are many areas of computer science as well as society in which power is a
critical resource. However, exascale computing is unique in that the concern is not trying to save
power, but rather using all the available power (but no more) to optimize performance. Other
research programs have not been generally interested in this problem.

• Novelty. As stated above, while there is significant work in saving energy, we do not know of work
to optimize performance, in a fine-grain manner, under a power bound.

• Applicability. Building support for fine-grain power control will help achieve the exascale goal.
However, it is also useful for allowing smaller organizations to achieve petascale. In addition, it
could be useful for embedded systems.

• Effort. Investigating this approach is a multi-year effort. It should bring together experts in low-
power hardware design and run-time system construction.
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